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The consequences of approximating Q-values with function approximators are investigated. Two criteria of optimality are introduced, a global and local criterion, and the viability of each is investigated for the case of a linear combination of prechosen basis functions. It is found that optimizing the global cost function is unlikely to result in nearly optimal policies when the set of bases is not complete. The local cost function is found to be plagued by local minima.

Introduction

Recently, the subject of learning from delayed rewards has attracted a good deal of interest. This interest is due in part to the development of algorithms such as Q-Learning [6], which are stochastic extensions of Dynamic Programming techniques. While Q-Learning is capable of learning to interact optimally with its environment without any a priori knowledge, it has some limitations. Q-Learning requires the storage of a Q-Value for every state-action pair, a daunting memory requirement for large dimensional real-world problems. For example, a 3-D Pole Balancing problem has a 10-D state space and a 3-D action space, requiring \(10^{13}\) Q-Values for a crude 10 bins/dimension discretization. Additionally, the standard look-up table version of Q-Learning allows for no generalization over the state-action space, which seems unreasonably conservative for most real-world problems. Finally, it is usually the case that only a small number of the total state-action pairs are ever really visited. Thus it could be possible, using an alternative representation for the Q-Values, to concentrate computational power in the part of the domain that is relevant for the agent, thereby greatly reducing the number of free parameters needed.

For these reasons, a Q-Learner that employs an approximating representation for the estimated Q-Value function could extend the range of applications for which the algorithm is suited. While Q-Learning with lookup table Q-Value estimates provably converges to an optimal solution given some reasonable conditions [3, 7], these proofs do not extend in a straightforward manner to the case where general function approximators are used for the estimated Q-Values. Although there have been a number of successes combining reinforcement learning with function approximation, e.g. [4], there is evidence that approximating the value function can, in general, lead to problems when that value function is used for control. Thrun and Schwartz show, in this volume, that approximation can lead to systematic overestimation of the Q-Values during training [5]. Here, the effects on policy of estimating Q-Values with function approximators is investigated.

The next section provides a brief introduction to Q-Learning. Then two different error functions for Q-Learning with approximated Q-value estimates are presented, and, in the two sections which follow, each is evaluated.
Q-Learning

Q-Learning is an on-line, interactive, algorithm for learning an optimal policy in a Markov state environment [6]. At each time step the agent is in a state, $x \in S$, and must take an action, $a \in A$. The agent then incurs a random cost, $C(x, a)$, with expected value $\tilde{C}(x, a)$, and moves to a new state with transition probabilities $P(y|x, a), \forall y \in S$.

The goal of the learner is to find the policy which minimizes the total discounted cost-to-go, $\sum_{t=0}^{\infty} \gamma^t C(x_t, a_t)$, where $\gamma \leq 1$ is the discount rate. Q-Learning achieves this goal by learning, for each $(x, a) \in S \times A$, an estimate of the expected optimal discounted cost-to-go after executing action $a$ in state $x$. In other words, it estimates the expected cost-to-go given that the current state is $x$, the current action is $a$, and for all future time steps it will execute the (unknown) optimal policy. These estimates are called Q-Values. Formally, the true Q-Values are defined as,

$$Q^*(x, a_t) = \tilde{C}(x_t, a_t) + \mathbb{E}_{[x_t, x_{t+1}, \ldots]} \left[ \sum_{s=t+1}^{\infty} \gamma^{(s-t)} \tilde{C}(x_s, a_s^*) \right],$$

where $a_s^*$ is the optimal action for state $x_s$. It can easily be shown that the Q-Values satisfy a version of the Bellman Equations:

$$Q^*(x, a) = \tilde{C}(x, a) + \gamma \sum_{y \in S} P(y|x, a) \min_{b \in A} Q^*(y, b), \quad \forall (x, a) \in S \times A. \quad (2)$$

Dynamic Programming uses an iterative application of the Bellman Equations, with the current estimate plugged into the right hand side, to find the true value function. Here, since the learner does not know the transition probabilities or the $\tilde{C}(x, a)$'s, it must use a Monte-Carlo sample of the new D.P. style estimate, giving the Q-Learning update rule:

$$Q_{t+1}(x_t, a_t) = (1 - \alpha_t) Q_t(x_t, a_t) + \alpha_t [C(x_t, a_t) + \gamma \min_b Q(x_{t+1}, b)],$$

where $\alpha_t < 1$ is the learning rate at time $t$.

Basis Function Representations of the Q-Values

The estimated Q-Value function will be approximated by a linear combination of a prechosen set of basis functions,

$$Q(x, a) = \sum_i w_i g_i (x, a) = \mathbf{w}^T \mathbf{g}(x, a). \quad (4)$$

The bases could, for example, be Gaussians randomly placed in the $S \times A$ space. The goal of the learner is to find the optimal set of weight vectors, $\mathbf{w}^*$. However, it is not clear what the criterion of optimality should be in this case. There are two immediate candidates for an error function, a global criterion, based on the distance from the estimate to the true Q-Values, and a local criterion, which measures the discrepancy between the left and right hand sides of Equation (2).

The global error function is defined as the $L_2$ distance from the true Q-Values,

$$E_1(\mathbf{w}) = \frac{1}{2} \sum_{x, a} [Q(x, a) - Q^*(x, a)]^2 = \frac{1}{2} \sum_{x, a} [\mathbf{w}^T \mathbf{g}(x, a) - Q^*(x, a)]^2$$

which has the gradient,

$$\frac{\partial E_1(\mathbf{w})}{\partial \mathbf{w}} = \sum_{x, a} [\mathbf{w}^T \mathbf{g}(x, a) - Q^*(x, a)] \ g(x, a). \quad (5)$$

To develop a learning rule from this gradient, one might proceed in a manner similar to stochastic gradient descent, with $\Delta \mathbf{w}$ at time $t$ proportional to the $(x_t, a_t)$ term in the above sum, except that the $Q^*(x, a)$'s
Figure 1: An example where the sampled gradient of the local error function points to the wrong minimum.

are unknown. However, at time \( t \), the learner has a new Monte-Carlo estimate of the right hand side of Equation (2) (with the \( Q^* \)'s replaced by the \( Q_t \)'s) available, which it can use as a new (biased) estimate of \( Q^*(x_t,a_t) \). This gives an update rule for the \( w \)'s:

\[
\mathbf{w}_{t+1} = \mathbf{w}_t - \alpha_t \left[ \mathbf{w}_t^T \mathbf{g}(x_t,a_t) - C(x_t,a_t) - \gamma \min_{b} \mathbf{w}_t^T \mathbf{g}(x_{t+1},b) \right] \mathbf{g}(x_t,a_t).
\]  

(6)

Note that this rule is exactly Q-Learning for the case where there is basis function for each state-action pair which is unity for that pair and zero elsewhere. The weights then become the Q-Value estimates, and there is clearly a unique global minimum of \( E_t(\mathbf{w}) \), and a stationary point of Equation (6), when the \( \mathbf{w} \) are the true Q-Values. However, in the general case it is not true that the update rule has a stationary point at the minimum of \( E_t(\mathbf{w}) \). This is due both to the fact that the current Q-Value estimate is biased with respect to the true Q-Values and to the fact that the probability of visiting a given state-action pair depends on the current Q-Value estimates. In the sequel, the issue of convergence of Equation (6) will be set aside, and the the Q-Values which would result if the optimum of the global criterion could be achieved will be examined.

A second error function, more locally defined, is the squared difference between the two sides of Equation (2), again with the \( Q^* \)'s available, which it can use as a new (biased) estimate of the Q-Value estimates from states that immediately proceed the absorbing state to affect the correct absorbing state. A look-up table representation of the Q-Values, these values also minimize \( E_2 \), and hence are a zero point of its gradient. However, if the learner is started in state \( Y \) on every trial, and moves down the gradient by stochastic sampling with the rule Equation (9), the surface that the learner is really moving down is
In order to be able to learn the correct policy with one basis vector, that vector must lie reversed. For example, in the case above, the bases above captures the component of the true Q-value vector needed to produce the optimal policy. If the bases are chosen randomly from a spherically symmetrical distribution, the probability of being able to learn the correct policy is approximately .29, .36, or .53, for 1, 2 or 3 bases.

Assume that there is only one basis function, \( g = [1, 0, 1, 0]^T \), say. Then the estimate of the Q-Values is just a single parameter multiplying the basis, \( Q = w g \). It can easily be seen that the weight which minimizes \( E_1(w) \) is \( w^* = 2 \). However, this results in an estimate \( Q \) which leads to exactly the wrong policy, always jump.

In fact, considering the four basis functions below, which span \( \mathbb{R}^4 \),

\[
\begin{pmatrix}
1 & 1 & 1 & 0 \\
0 & 1 & -1 & 1 \\
1 & -1 & -1 & 0 \\
0 & -1 & 1 & 1 \\
\end{pmatrix}
\]

(10)

it can be seen that any combination of the first three bases will lead to the wrong policy. Only the fourth of the bases above captures the component of the true Q-Value vector needed to produce the optimal policy. In order to be able to learn the correct policy with one basis vector, that vector must lie sufficiently close to the fourth basis above. If the bases are chosen randomly from a spherically symmetrical distribution, the probability of being able to learn the correct policy is approximately .29, .36, or .53, for 1, 2 or 3 bases, respectively.

In general, the effect of minimizing \( E_1(w) \) is to project the true Q-Values onto the space spanned by the available bases. Upon such projection, the relative ordering of two elements in the vector can switch. For example, in the case above, \( Q^*_X > Q^*_Y \), but after projecting \( Q^* \) onto \( g = [1, 0, 1, 0]^T \), the inequality is reversed, \( \hat{Q}_X < \hat{Q}_Y \). If the two elements in question represent Q-Values for two different actions starting from the same state, and if the larger of the two, in \( Q^* \), represents the optimal action from that state, then such a flipping of order upon projection would result in the wrong policy for that state.

In order to determine the probability of order flipping due to projection, a Monte Carlo simulation was performed with random Q-Vectors and bases. \( N \)-dimensional Q-vectors were chosen with uniform probability in \([0, 1]^N\), and basis vectors were chosen uniformly from a zero mean spherical gaussian with unit variance.

Figure 2: A simple environment.
Figure 3: Percentage of N-dimensional vector element pairs that flipped their relative order upon projection onto a random d-dimensional subspace: (a) as a function of N, for d/N = .30; and (b) as a function of d/N. (c) Relative RMSE as a function of d/N.

A run consisted of selecting one Q-Vector and d bases, projecting Q* onto the d-dimensional space spanned by the bases, and comparing the .5N(N-1) pairs of elements in the original and projected Q-vectors to see if the relative order of the pair switched.

When the ratio of d/N was fixed, and the dimension of the space, N, was varied, a surprising result was observed. The percentage, p, of element pairs that flipped order started out high and decreased with increasing N until about N = 100, at which point it leveled off. A typical plot of p vs. N, for d/N = .30, is shown in Figure 3(a).

Next, the dependence of the large N value of p on the number of bases was investigated. For a given value of d/N, 50 runs were performed for each of 6 equally spaced values of 300 ≤ N ≤ 600, and p was calculated for each run. The overall means and standard deviations of p as a function of d/N are shown in Figure 3(b). Note that the flipping probabilities are significant, even in the case when the number of independent bases is a large fraction of the dimension of the space of functions from S x A to R. For comparison, Figure 3(c) also shows the relative root mean square error, ∥Q - Q*∥^2/∥Q*∥^2, as a function of d/N. Not surprisingly, the curve of p and relative RMSE have a qualitatively similar shape.

For a given state, it might be the case that one action has a much larger Q-Value than any other action. If the flipping probabilities depend heavily on the magnitude of the ratio of the two Q-Values, then in such a case, the probability of finding the correct policy might still be high. Thus, the dependence of p = P(Q_j > Q_i | Q_i <= Q_j^*) on the the ratio Q_j/Q_i was investigated. Simulations were conducted as above, with N = 400 and d/N = .3 and .8. For each d/N, 75 runs were performed and flipping percentage was tallied in a histogram of bin-width .001. The results are shown in Figure 4, with each point representing 10 bins. Note that although p does depend on the ratio of the Q-Values, the flipping percentage is still significant even for very small ratios. Even in the case when one Q-Value is more than 1000 times the magnitude of another, the average flipping probability, p_{avg}, is approximately .30, for d/N = .3, or .670, for d/N = .8.

These results have strong implications for the likelihood of finding a nearly optimal policy. Consider the case of an environment where n actions are available at each state and the largest ratio between Q-Values for a given state is 100. Then, assuming independence of the behavior of different pairs, the probability of the optimal action, arg min_a Q^*(x,b), still being optimal with respect to Q is bounded above by (1 - p_{avg})^{(n-1)}. Then, even if the learner is using .80 × N bases (in which case p_{avg} = .09), the expected fraction of states with the correct policy will only be about .68 if there are 5 actions per state, and .43 if there are 10 actions per state. Since a major motivation of using function approximators was to reduce memory requirements, it is likely that values of d/N used in practice will be much smaller, and as the d/N gets smaller and the number of actions per state grows, these probabilities fall off quickly.

To see how these results held up when the Q-Values were taken from a real problem and more typical basis functions were chosen, the global criterion was applied to the race track problem with gaussian basis functions. Details of the race-track follow [1]. The state space was discrete, with a 2-D position and a 2-D
velocity. The actions consisted of forces (accelerations) applied to the car: +1, 0, or -1 in each direction, giving 9 possible actions. The dynamics were stochastic, in that 10 percent of the time the action chosen was ignored and the car continued on with the same velocity as before, i.e.

\[
\begin{align*}
\text{with probability .9:} & \quad x_{t+1} = x_t + v_t + a_t \\
\text{with probability .1:} & \quad x_{t+1} = x_t + v_t, \quad v_{t+1} = v_t
\end{align*}
\]

A trial consisted of the car starting at one of the randomly chosen starting positions with zero velocity and being charged a cost of one for each time step until it crossed over the finish line. There was no explicit cost for running off the track, but the car was then sent back to (randomly) one of the start states and the velocity was reset to zero. Finally, there was no discount factor used, since in any case the optimal solution is simply the shortest path to cross the finish line.

Lookup table Q-Learning can can be used to find nearly optimal solutions to these problems. Given these Q-Values, the weight vector, \( w^* \), which minimizes the \( E_1(w) \) can be computed directly by setting the gradient in Equation (5) to zero:

\[
\begin{align*}
w^* &= \left[ \sum_{x,a} g(x,a) g^T(x,a) \right]^{-1} \left[ \sum_{x,a} g(x,a) Q^*(x,a) \right].
\end{align*}
\]

Weights were actually computed with a weighted least-squared version of Equation (11), where each \((x,a)\) was weighted by the number of times the lookup table Q-Learner visited the state, \( x \). The weights found by this method were optimal in the \( E_1(w) \) sense (modulo the weighting factors), but they often lead to policies which never made it to the finish line.

In the case of a very simple race-track with 40 positions and over 29,000 state-action pairs, lookup table Q-Learning converged to within 10 percent of the optimal average trial length (approximately 5 steps/trial) after 15,000 trials, and performed optimally by 30,000 trials. After convergence, only about 15 state-action pairs were visited with probability greater than .01 (about 1 visit per 20 runs), meaning that the effective number of dimensions in the weighted problem was on the order of \( 100 - 150 \). 100 gaussians with preset covariance matrices (a variety of diagonal covariances were tried) and centers chosen uniformly over the \( S \times A \) space were used, and the optimal weights were found for 10 different bases sets. The average weighted relative RMSE was .29, a value comparable to the values found in the previous section for similar \( d/N \). For all 10 cases, the Q-Values led to policies that never reached the finish line.

The Q-Values for each state were compared pairwise (i.e. only Q-Values for different actions in the same state were compared), and the average fraction (weighted as above) that flipped their relative order after projection onto the gaussian bases was .43. This value is somewhat larger than what was seen above for similar \( d/N \) and relative RMSE, but a difference is not unexpected given the radically different distribution of the bases. The average, weighted, percentage of the states for which the optimal action, according to the lookup table Q-Values, was no longer optimal with respect to the approximated values was .81. This number is smaller than the value we would expect if the flipping probabilities were independent, but it is still quite

Figure 4: Percentage of N-dimensional vector element pairs that flipped their relative order upon projection onto a random d-dimensional subspace as a function of the ratio of the smaller element to the larger.
The Local Error Function

Even if unbiased estimates of the gradient were available, it is unlikely that a good policy would result, due to a proliferation of local minima on the surface of the local error function. Thus a difference of .3 meant that the action really was non-optimal. This fraction was computed to be .45. Again, this is lower than would be expected if the flipping probabilities were independent, but it is still high enough to prevent the policy from reaching the finish line.

In summary, when the Q-vector is projected onto a subspace of reduced dimension, the probability of the relative order of two Q-values flipping is high, resulting in an even higher probability of choosing a suboptimal action in any given state. The basic problem is that function approximation, which minimizes \( E_1(w) \), is an indirect route to the ultimate goal of minimizing the expected cost-to-go. The relatively small errors introduced in the intermediate step can, as seen in the race track example, cause very large deviations from optimal performance.

The Local Error Function

One reason for being suspicious of the local error function has already been seen: the zero of the sampled gradient does not lie at the minimum of the error function itself. Here a second reason will be discussed. Even if unbiased estimates of the gradient were available, it is unlikely that a good policy would result, due to a proliferation of local minima on the surface of the local error function.

Consider again the simple example from the previous section, illustrated in Figure 2. Again, assume the single basis vector, \( g = [1, 0, 1, 0]^T \), so that our estimated Q-Values depend only on the scalar parameter, \( w \), i.e. \( Q = [w, 0, w, 0]^T \). Note that the error function \( E_2(w) \) (see Equation (7)) depends on terms which include \( b^*(y, w) \), and is otherwise quadratic in \( w \). Thus, \( E_2(w) \) must be evaluated separately for the case where \( w < 0 \), so the \( b^*(y, w) = stay \), \( \forall y \), and the case where \( w > 0 \), so the \( b^*(y, w) = jump \), \( \forall y \).

\[
E_2(w) = \begin{cases} 
(w + 1)^2 + 9 & \text{if } w < 0 \\
2(w - 1)^2 + 8 & \text{if } w > 0
\end{cases}
\]  

(12)

As can be seen in Figure 5(a), \( E_2(w) \) has two local minima, one on each side of the origin. The deeper minimum, at \( w = 1 \), leads to the incorrect policy, always jump. However, the minimum at \( w = -1 \) gives the desired policy, always stay. The existence of these two local minima means that convergence to the optimal policy using the local learning rule will depend heavily on the initial conditions. In general, the minimum of the parabola corresponding to one side of the origin may or may not lie on that side. If, for example, the analysis is redone for the basis \( [0, 1, 0, 1]^T \), one sees that there is only one local minimum, at the value \( w = 2 \), which will lead to the optimal policy (see Figure 5(b)). Although, in these two examples there was a local minimum in the optimal policy’s half-plane, this is not always true; it is a simple exercise to construct a cost schedule that results in no local minima or a local minimum only on the side of the origin corresponding to the incorrect policy.

The piecewise quadratic nature of \( E_2(w) \) is completely general. The quadratic pieces lie in conical regions, “policy cones”, which are separated by hyperplanes with \( O^k \) or \( 1^st \) order discontinuities, corresponding to
the values of $w$ where $w^T g(x, a) = w^T g(x, b)$, for some $x \in S$, and some $a, b \in A, a \neq b$. A general rule has yet to be found for predicting whether a policy cone's quadratic surface will have a local minimum inside the cone, generating a policy stable with respect to the local learning rule. In any case, it is likely that there will be more than one stable solution, and thus even if unbiased gradient information were available, the final policy would depend heavily on the initial weights of the bases.

**Conclusion**

The implications of using function approximators to represent Q-Values has been investigated. Two criteria of optimality were considered. The main result concerning the global criterion is that optimality in the sense of least-squares distance of the Q-Value estimates to their true values does not translate into nearly optimal policies. When the global criterion is used in conjunction with a linear combination of bases functions, it will, with high probability, lead to extremely suboptimal policies in the case where the bases do not span the state-action space.

The local learning criterion, on the other hand, may have local minima in the conical regions of weight space corresponding to any of the possible policies. Thus, while there may be minima near the optimal policy, the policy the learner finds will depend heavily on the initial conditions of the weight vector.

These results suggest that a linear combination of basis functions will often not be a feasible representation for estimating the Q-Values. Although a crafty choice of bases could result in a good policy with a relatively small number of bases, this could require knowing the Q-Values in advance. Although that assumption was made here, the goal of this work is to point out potential difficulties with using function approximators in more general reinforcement learning settings. In any case, success of combining function approximators with Q-Learning will require careful selection of the approximators being used. More complicated or more specialized representation schemes will have to be employed, making analysis of convergence and performance even more difficult.
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