Modulation spectra of natural sounds and ethological theories of auditory processing
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The modulation statistics of natural sound ensembles were analyzed by calculating the probability distributions of the amplitude envelope of the sounds and their time-frequency correlations given by the modulation spectra. These modulation spectra were obtained by calculating the two-dimensional Fourier transform of the autocorrelation matrix of the sound stimulus in its spectrographic representation. Since temporal bandwidth and spectral bandwidth are conjugate variables, it is shown that the joint modulation spectrum of sound occupies a restricted space: sounds cannot have rapid temporal and spectral modulations simultaneously. Within this restricted space, it is shown that natural sounds have a characteristic signature. Natural sounds, in general, are low-passed, showing most of their modulation energy for low temporal and spectral modulations. Animal vocalizations and human speech are further characterized by the fact that most of the spectral modulation power is found only for low temporal modulation. Similarly, the distribution of the amplitude envelopes also exhibits characteristic shapes for natural sounds, reflecting the high probability of epochs with no sound, systematic differences across frequencies, and a relatively uniform distribution for the log of the amplitudes for vocalizations. It is postulated that the auditory system as well as engineering applications may exploit these statistical properties to obtain an efficient representation of behaviorally relevant sounds. To test such a hypothesis we show how to create synthetic sounds with first and second order envelope statistics identical to those found in natural sounds. © 2003 Acoustical Society of America. [DOI: 10.1121/1.1624067]
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I. INTRODUCTION

Natural sounds span a restricted range of all possible sounds just as natural scenes only represent a small subset of all possible images (Attneave, 1954; Field, 1987). This phenomenology can be quantified by calculating the degree of statistical redundancy found in natural sounds. The use of this redundancy is clearly demonstrated by the multiple forms of compression that are available for the digital storage of music and that result in relatively little perceptual degradation (Painter and Spanias, 2000). We will argue that the characterization of the statistics of natural sounds is also potentially important for understanding acoustical perception and its underlying neuro-physiological basis. A theory of neural representation and neural computation in sensory systems that takes into account the natural environment, as originally proposed by Attneave (1954) and Barlow (1961), has been fruitful in advancing our understanding of the visual system and we propose that a similar approach will lead to insights in auditory science. This theoretical framework leads to a series of predictions and experiments that have now demonstrated how neural computations and representations in the early stages of the visual system are adapted to the processing of natural scenes (reviewed in Simoncelli and Olshausen, 2001). For example, the spatio-temporal receptive fields of visual neurons have been shown to perform optimal filtering operations on natural images (van Hateren, 1999a; Dan et al., 1996).

The use of natural sounds for understanding auditory processing has, for the most part, followed a different path. On one hand, auditory neuroethologists were pioneers in the use of behaviorally relevant stimuli to probe the physiology of the sensory systems. This approach led to the classic discoveries of pulse-echo tuned neurons in the bat (Suga et al., 1978), song selective neurons in songbirds (Margoliash, 1983) and call selective neurons in the primate (Newman and Wollberg, 1978). In this respect, the auditory system appears to be at least as “selective” for specific natural sounds as the visual system is for specific natural images. On the other hand, a systematic study of the statistical structure that characterizes these natural vocalizations and then would yield theoretical predictions for the response properties of single or network of auditory neurons has not been pursued to the same degree as in the visual modality.

Two studies have taken this systematic approach by analyzing the statistics of the sound pressure waveform. In an initial study, Rieke et al. (1995) demonstrated that auditory nerve fibers in the frog transmitted information more efficiently when the power spectrum of broadband sounds matched the power spectrum of the natural frog call. More recently, by examining the higher-order statistics of natural sounds, Lewicki found that the basis set that best represented the independent components of vocalizations was obtained by a Fourier decomposition whereas the basis set that best
represented the independent components of environmental sounds was obtained by a wavelet decomposition. The biological basis set generated by the filtering properties of the cochlea and the hair cells fell in the middle of these two solutions, suggesting that the initial stage of auditory processing could have evolved to be optimized to the different statistics of these two important groups of natural sounds (Lewicki, 2002).

Here we extend this theoretical approach to the auditory computations and representations not of the sound pressure waveform but of the spectro-temporal amplitude envelopes that are obtained by the decomposition of sound into frequency channels. This decomposition is performed in biological systems by the cochlea and in engineering applications, such as speech recognition, by the use of filter-banks. The importance of the spectro-temporal amplitude envelopes of sound in capturing the significant statistics of the natural sounds as well as in predicting the neural response of higher-level auditory neurons is very well documented. First, spectrograms are used extensively in the analysis of animal vocalizations, not only because they provide a clear pictorial representation of the different types of vocal gestures, but also because the spectrographic representation is a better pictorial match of our perception of the sound than any plot of the sound pressure waveform. For the same reasons, time-frequency representations are used extensively in preprocessing stages of speech recognition or sound compression algorithms (Painter and Spanias, 2000). Second, the importance of the statistical structure of these envelopes for speech perception has clearly been demonstrated. Degradation of this structure along either the spectral or temporal dimension results in loss of intelligibility (Drulman et al., 1994; Drulman, 1995; Shannon et al., 1995). Similarly, psychophysical studies have shown that humans are particularly sensitive to either temporal modulations alone (Viemeister, 1979), spectral modulations alone (Green, 1986) or the joint spectro-temporal modulations (Chi et al., 1999) of these amplitude envelopes, and that this sensitivity is restricted to relatively low modulations rates. Finally, whereas auditory neurons in the auditory midbrain and forebrain are not sensitive to the phase of the sound pressure waveform, they do acquire novel temporal and spectral amplitude modulation tuning that is not observed at the lower levels of auditory processing stream (Popper and Fay, 1992). For these reasons, the characterization of the response properties of higher level auditory neurons has included their response to amplitude modulated tones (Phillips and Hall, 1987; Eggermont, 2000), spectrally modulated sounds (Schreiner and Calhoun, 1994; Calhoun and Schreiner, 1998) and more recently to complex spectro-temporal receptive fields (STRFs) of the neurons (Eggermont et al., 1983; deCharms et al., 1998; Theunissen et al., 2000; Depireux et al., 2001; Sen et al., 2001; Escabi and Schreiner, 2002; Miller et al., 2002).

Since both auditory perception and the responses of auditory neurons seem to be particularly sensitive to the structure in sound amplitude envelopes it becomes crucial to describe the statistical nature of this structure in natural sounds. Attias and Schreiner (1997) have begun to study the second order statistics of amplitude envelopes along the temporal dimension but very little is known about the joint statistics of the spectro-temporal modulations of natural sounds. For this reason, we investigated the lower order joint statistics of three different ensembles of natural sounds: human speech, zebra finch song and environmental sounds. As was done in Attias and Schreiner (1997), we calculated and fitted the probability distributions of amplitudes for such envelopes. We then calculated the joint second order statistics of the amplitude envelopes, which we call the modulation spectrum. We found that natural sounds have a characteristic modulation spectrum and discuss the implications of our results for an ethologically based theory of auditory processing.

II. METHODS

A. Estimating modulation spectra

Figure 1 illustrates how the modulation spectrum of a sound ensemble is defined. First, a specific time-frequency representation of the sound is calculated. For example, in Fig. 1(a), a spectrographic representation is chosen to display the spectral and temporal structure present in a zebra finch song. This time-frequency representation can be expressed in its Fourier domain. On the right panel, the 2-D image made by the spectrogram is shown as a weighted sum of sinusoidal gratings of variable period, orientation and phase. Each spectrographic “grating” corresponds to a particular broadband sound called a ripple sound. The ripple sounds are characterized by their sinusoidal amplitude modulations in time and in frequency. The function describing the amplitude envelope for each frequency band \( f \) of a particular ripple sound is written as

\[
S_i(t,f) = A_i \cos(2 \pi \omega_i t + 2 \pi \omega_f t + \phi_i).
\]

The spectrogram for the sound of interest can then be written as a sum of such ripple components (or the equivalent integral in a continuous formulation):

\[
S(t,f) = A_0 + \sum_i S_i(t,f).
\]

\( A_i \) determines the relative strength of the modulation depth (relative to the dc term \( A_0 \)) for that particular ripple sound component. The parameter \( \omega_t \) describes the modulation frequency of the amplitude envelope along the temporal dimension which has units of Hz. In this report, it is referred to as the temporal modulation frequency or simply the modulation frequency. In other reports it has also been named ripple velocity or drifting velocity. Since ripple velocity has been used to describe the number of frequency units spanned per second by the ripple \( \omega_f / \omega_t \), we will avoid the use of that term. The parameter \( \omega_f \) describes the modulation frequency of the amplitude envelope along the spectral dimension and has units of 1/Hz or for wavelet time-frequency representations 1/oct. In this report, it is referred to as the spectral modulation frequency. It has also been called ripple density or ripple peak density (Chi et al., 1999; Klein et al., 2000; Depireux et al., 2001; Escabi and Schreiner, 2002). \( \phi \) is the initial phase of the ripple. Note that although we use the
symbol $\omega$, the modulation frequencies in Eq. (1) and in the rest of the paper are specified in units of oscillation frequencies and not in angular frequencies.

The modulation spectrum then shows the density distribution of amplitudes $A_i$ of the component ripple sounds for an ensemble of sounds as a function of $\omega_i$ and $\omega_f$. Figure 1(c) shows the modulation spectrum for an ensemble of zebra finch song. For time-frequency representations that yield a real valued amplitude envelope, the modulation spectrum is symmetric along the origin and therefore can be shown in two quadrants. Ripple sounds where $\omega_f=0$ are broadband noise that are sinusoidally modulated in amplitude at a frequency given by $\omega_f$. Ripple sounds where $\omega_f=0$ are constant sounds with a sinusoidal frequency spectrum where the distance between peaks in the spectrum is given by $1/\omega_f$. Ripple sounds where $\omega_f \cdot \omega_f=0$ are down-sweeps and are shown in the upper right quadrant. Ripple sounds where $\omega_f \cdot \omega_f \leq 0$ are up-sweeps and are shown in the upper left quadrant [see Fig. 1(b)]. As we will explain below, the range of possible values for $\omega_f$ and $\omega_f$ is restricted because of the mathematical nature of time-frequency representations.

The calculation of the modulation spectrum is similar to that of the standard frequency spectrum except that it requires the additional preprocessing step of calculating the spectrogram of the sound (or any other time-frequency representation) before calculating the modulus square of the 2-D Fourier transform of the ensemble of spectrograms [Fig. 1(c)]. As is the case for the frequency spectrum, the same result can be obtained by first estimating the auto-correlation function and then calculating the real valued 2-D Fourier transform. Figure 2 illustrates the entire calculation process using this second approach. A spectrogram is first obtained by decomposing the sound into an ensemble of narrow-band signals obtained from the output of a filter bank. The amplitude envelope of each narrow-band signal is obtained from the analytical signal (Flanagan, 1980; Cohen, 1995; Theunissen and Doupe, 1998). The value of the amplitude envelope calculated in that fashion is identical to the amplitude obtained in a short-time Fourier transform of a segment of sound centered at $t$ and windowed with a function given by the Fourier transform of the gain function of the particular filter in the filter bank (Flanagan, 1980). As described in

FIG. 1. Definition of the modulation spectrum. Panel (a) illustrates the decomposition of a sound represented by its spectrogram into its Fourier components: a sum of ripple sounds, which can be thought of as the acoustic analog of visual gratings. Each subfigure on the right side of the equation is the spectrogram of a single ripple sound component. The sound shown is a song from a zebra finch. As illustrated in (b), ripples are characterized by their temporal modulation, $\omega_f$ (Hz), their spectral modulations, $\omega_f$ (1/Hz or 1/oct), and their phase. A single point in a two-dimensional Cartesian plot can be used to represent the ripple sound components of a given spectral and temporal modulation, irrespective of phase. (c) To calculate the modulation spectrum, a representative group of sounds is decomposed into its ripple components and the power density of each ripple is estimated and plotted with gray-scale on the two-dimensional Cartesian plot. For the modulation spectrum shown in (c), we used 20 zebra finch songs of approximately 2 s each. The details of the calculations are illustrated in Fig. 2.
This auto-correlation matrix yields the modulation spectrum:

more detail below, further transformations can then be applied to the amplitude of the envelopes before calculating the modulation spectrum. The amplitude envelopes (or its transformed value) in each band are then used to estimate an autocorrelation matrix, which shows the average product of the amplitude at frequency \( f \) and time \( t \) with the amplitude at frequency \( f + df \) and time \( t + dt \). The average is taken over all times \( t \) and frequencies \( f \). The 2-D Fourier transform of this auto-correlation matrix yields the modulation spectrum: 

\[ P_{MS}(\omega_t, \omega_f), \]

where \( \omega_t \) are the temporal frequencies corresponding to \( dt \) and \( \omega_f \) are the spectral frequencies corresponding to \( df \). For a modulation spectrum based on a wavelet decomposition, a similar calculation is done but with a filter bank of logarithmically spaced filters and fixed octave widths.

In our studies, we used three separate filter banks. In all three cases, the filters had Gaussian shapes and each filter bank was characterized by the fixed bandwidth of the filters. We used widths of 62.5, 125 and 250 Hz measured as the standard deviation parameter of the Gaussian function describing the gain of each filter. The filters were equally spaced on the frequency axis and separated from each other by one standard deviation. The auto-correlation matrix was calculated for time delays of \( \pm 300 \) ms. Before taking the 2-D Fourier transform, the auto-correlation matrix was multiplied by a Hanning window. For most of our analyses, we calculated the modulation spectra using a log transformation on the amplitude values and we subtracted the mean log amplitude before windowing. The log transformation was used because, as shown here and previously (Attias and Schreiner, 1997), the distribution of envelope amplitude of natural sounds has a strong exponential component. The fast plot in Fig. 2 shows a graphical representation of the modulation spectrum of a zebra finch song obtained in our calculations with the 125-Hz bandwidth filter bank and the log transform. As seen in the figure, the modulation spectrum has a low-pass characteristic both in temporal and spectral modulations and is slightly asymmetric with more energy for down-sweeps than up-sweeps.

B. Time-frequency scale and the estimation of modulation spectra

The bandwidth of the filters in the filter bank has a direct effect on the band occupancy of the amplitude envelope. In each frequency band, the temporal modulation spectrum of the amplitude square of the envelope is restricted to frequencies below the bandwidth of the filter (Flanagan, 1980). Therefore, high frequency temporal modulations can only be observed with wide bandwidth filters. Similarly, the spectral amplitude modulations for a given temporal window along frequency space are restricted to the modulation frequencies below the bandwidth given by the temporal window. Therefore, high frequency spectral modulations can only be measured with wide temporal windows. Since the temporal window is given by the Fourier transform of the gain function of the filter in the filter bank (Flanagan, 1980), high frequency spectral modulations can only be measured with narrow band-pass filters. These properties are another form of the well-known compromise between time and frequency resolution in time-frequency representations (Cohen, 1995).

Because of the time-frequency trade-off in resolution, one cannot generate a spectrographic representation that exhibits both high spectral and high temporal frequency modulations. Since spectrographic representations can be designed to be invertible (up to a single absolute phase) physical sounds that have simultaneously high spectral and high temporal amplitude modulations in the spectrographic time-frequency representation do not exist. More specifically, the uncertainty principle tells us that the product of the bandwidth, \( \sigma_f \), and duration, \( \sigma_t \), of the sound sample (the windowed signal used in the spectrographic decomposition) must satisfy the following inequality (Cohen, 1995):
Since we are measuring modulation frequencies (spectral and temporal) by estimating the correlations across multiple measurements of such samples, we can rewrite this inequality, by specifying the upper frequency limit of the temporal and spectral modulations which are given by \( \max(\omega_t) = 1/2\sigma_t \), and \( \max(\omega_f) = 1/2\sigma_f \). Sounds are therefore restricted to the range of modulation frequencies given by \( |\omega_t \cdot \omega_f| \leq \pi \).

We provide an illustration of these properties by calculating the modulation spectrum of white noise for the three different bandwidths that we used in our filter bank (see Fig. 3). White noise sound includes all modulation frequencies and should therefore fill uniformly the entire area given by \( |\omega_t \cdot \omega_f| \leq \pi \) as shown on the top panel (gray area labeled “Allowed Region”). However, when we choose a particular time-frequency scale for our spectrographic representation, we are effectively only measuring modulation frequencies that are found in a subarea within this allowed region. As mentioned above, the maximum temporal and spectral modulation frequencies are given by the bandwidth of the filter in the filter bank. For Gaussian-shaped filters, the bandwidth of nonzero power is theoretically infinite but the power in the higher frequency modulations quickly decreases. The effective bandwidth of the filter, defined mathematically as the square root of the average deviations square from the center frequency, is simply the standard deviation parameter of the Gaussian filter in the filter bank, \( \sigma_{filt} \). The bandwidth of the spectral modulation is then given by the maximum spectral modulation: \( BW(\omega_f) = \max(\omega_f) = 1/2\sigma_{filt} \). The time window that corresponds to the Gaussian filter in the filter bank is also a Gaussian function with standard deviation parameter (also the effective duration of the window) given by \( \sigma_t = 1/2 \pi \sigma_{filt} \). The bandwidth of the temporal modulations is then given by the maximum temporal modulation: \( BW(\omega_t) = \max(\omega_t) = 1/2\sigma_t \). Thus when a spectrogram is obtained with Gaussian filters the product of the temporal modulation bandwidth and spectral modulation bandwidth is \( BW(\omega_t) \cdot BW(\omega_f) = \pi/2 \leq \pi \), as required by the uncertainty principle. The hyperbola describing this function within the allowed region is shown in the middle plots of Fig. 3. In addition, for a given time-frequency scale set by the parameter describing the width of the filters in the filter bank (or
equivalently the width of the time window), the modulation spectrum will be restricted to frequencies given by the specific \( \text{BW}(\omega_i) \) and \( \text{BW}(\omega_j) \) corresponding to \( \sigma_f \). For a Gaussian filter, the regions sampled are not rectangular but, as shown in Fig. 3, ellipsoid with major and minor axes given by \( \sqrt{2}\text{BW}(\omega_i) \) and \( \sqrt{2}\text{BW}(\omega_j) \).

Figure 3 shows the modulation spectrum for white noise calculated for the three values of the time-frequency scale parameter used in the spectrograms in our analyses, which was determined by the width of the filter in the filter bank \( \sigma_f = 62.5, 125, 250 \, \text{Hz} \). The corresponding spectral-temporal modulation ellipse was then determined by \( \text{BW}(\omega_i) \) \( (196.35, 392.7, 785.4 \, \text{Hz}) \) and \( \text{BW}(\omega_j) \) \( (8.42 \, \text{kHz}) \). All of the significant estimated energy in the modulation spectrum fell within this ellipse. For white noise, a large area at the center of the ellipse was uniformly sampled, illustrating the fact that white noise also has white modulation spectra. Note, however, that the power in the modulation does decrease significantly before reaching the edge of the ellipsoid area. The modulation spectra for white noise obtained at different time-frequency scales have the same geometric shape but occupy different areas.

We attempted to estimate a measure of the optimal time-frequency scale of the spectrogram by measuring the entropy of the power density function given by the modulation spectrum. We reasoned that the modulation spectrum with the highest entropy would be the one that included most of the temporal and spectral modulation structure found in the song. To calculate the entropy, we transformed the modulation spectra into a discrete probability function that specified the probability of the occupancy of a discrete subdivision of the modulation spectrum defined into small rectangles defined by \( (\omega_i - d\omega_i, \omega_i + d\omega_i) \) and \( (\omega_j - d\omega_j, \omega_j + d\omega_j) \), \( p(\omega_i, \omega_j) \). The limits for \( \omega_i \) and \( \omega_j \) were chosen to cover the space given by the corresponding sample ellipse for each bandwidth and \( d\omega_i \) and \( d\omega_j \) were set for all three bandwidths at \( d\omega_i = 1.66 \, \text{Hz} \) and \( d\omega_j = 0.065 \, \text{cycles/kHz} \). The entropy of the probability distribution is then obtained with

\[
H(P) = \sum_{\omega_i} \sum_{\omega_j} -p(\omega_i, \omega_j)\log_2(p(\omega_i, \omega_j)).
\]

This entropy measure has units of bits but its absolute value is not interpretable since it is dependent on the size of \( d\omega_i \) and \( d\omega_j \) and on the choice of units. We are using the measure solely in a relative manner to compare the variability in the modulation spectrum obtained at different time-frequency scales.

### C. Descriptive quantifiers of modulation spectra

To quantitatively describe some of the structure observed in the modulation spectra of our sound ensembles, we used a small set of simple measures that estimated the separability, symmetry, low-pass quality and shape. For these four measures, we used the modulation spectra on the log amplitude with the mean level subtracted as explained in Sec. II.A. We also calculated separately the relative power of the dc component of the linear amplitudes to yield a measure of modulation depth. Similar measures have been also used to quantify the modulation spectrum of the spectral-temporal receptive field of auditory neurons (Depireux et al., 2001).

1. **Separability**

A fully separable modulation spectrum is one that will factorize into a function of \( \omega_i \) and \( \omega_j \) over all quadrants. \( P_{\text{MS}}(\omega_i, \omega_j) = G(\omega_i) \cdot H(\omega_j) \). A separable modulation spectrum signifies that the probability of occurrence of joint spectral-temporal modulations (down-sweeps of up-sweeps) is expected from the average probability of the spectral or temporal modulations measured separately. To quantify the separability, we calculated the singular value decomposition of the modulation spectrum,

\[
P_{\text{MS}}(\omega_i, \omega_j) = \sum_{i=1}^{n} \lambda_i \cdot g_i(\omega_i) \cdot h_i(\omega_j), \lambda_1 > \lambda_2 > \cdots > \lambda_n,
\]

and calculated the ratio of the first singular value relative to the overall power given by the sum of all singular values:

\[
\alpha_{\text{sep}} = \frac{\lambda_1}{\sum_{i=1}^{n} \lambda_i}.
\]

When the modulation spectrum is fully separable, \( \alpha_{\text{sep}} \) will be close to 1.

2. **Asymmetry**

The modulation spectrum will be asymmetric if there are more down-sweeps than up-sweeps in the sound ensemble. We quantified the asymmetry by calculating the relative power in the first and second quadrants:

\[
\alpha_{\text{asym}} = \frac{P_{\text{down}} - P_{\text{up}}}{P_{\text{down}} + P_{\text{up}}},
\]

where \( P_{\text{down}} \) is the total power in upper right quadrant (of positive \( \omega_i \) and \( \omega_j \)) and \( P_{\text{up}} \) is the total power in the upper left quadrant (of negative \( \omega_i \) and positive \( \omega_j \)). If \( \alpha_{\text{asym}} \) is close to 0, the modulation spectrum is symmetric. If \( \alpha_{\text{asym}} \) is positive, then there are more down-sweeps than up-sweeps in the sound ensemble and vice-versa.

3. **Low-pass coefficient and starriness**

We observed that in natural sounds most of the energy is concentrated in the low temporal and spectral frequencies and that the energies in the higher temporal and spectral modulations are not distributed uniformly but instead are
concentrated along the axes. In particular, for animal vocalizations and human speech, most of the spectral modulations are found only for low temporal modulations. To quantify these effects, we calculated two parameters. The first parameter measures the energy in the low frequencies relative to the total energy:

$$\alpha_{low} = \frac{P_{low}}{P_{total}},$$

where

$$P_{low} = \int_{-\Delta \omega_f}^{+\Delta \omega_f} \int_{-\Delta \omega_f}^{+\Delta \omega_f} P(\omega_i, \omega_f) d\omega_i d\omega_f.$$

We chose $\Delta \omega_f = 10$ Hz and $\Delta \omega_f = 0.195$ kHz $^{-1}$.

The second parameter measures the relative energy of the modulation spectrum that excludes the regions of joint high temporal and spectral frequency as well as the region of very low joint temporal and spectral frequencies calculated with $P_{low}$. This area is found next to the x axis and y axis and includes the high temporal modulations but only at low spectral modulations and vice-versa. It is calculated with

$$\alpha_{star} = \frac{P_{\Delta \omega_i} + P_{\Delta \omega_f} - 2P_{low}}{(P_{total} - P_{low})},$$

where

$$P_{\Delta \omega_i} = \int_{-\Delta \omega_i}^{+\Delta \omega_i} \int_{-\Delta \omega_f}^{+\Delta \omega_f} P(\omega_f, \omega_i) d\omega_f d\omega_i.$$

is the total modulation power in a band of spectral frequencies limited by $\delta \omega_f$ and similarly for $P_{\Delta \omega_f}, P_{total}$ is the total power in the modulation spectrum.

4. Shape separability

The measure of separability defined above is critically dependent on the power distribution. Since natural sounds have a high concentration of power in the low frequencies, we found that $\alpha_{sep}$ was relatively high for all the natural sound ensembles. However, we could also observe and further quantify with the stariness parameter that the energy outside the low spectral and temporal frequencies was not uniformly distributed. To examine the shape of the distributions, we calculated the separability for an occupancy matrix: given a contour line defined by the percent of the total power within the contour, we set all the values within the contour to have a value of 1 and all values outside to have a value of 0. We then calculated a separability index for this occupancy matrix.

5. Modulation depth

A measure of modulation depth can be estimated by looking at the ratio between the dc power and the power in the rest of the frequencies:

$$\alpha_{mod} = \sqrt{\frac{P_{total} - P_{dc}}{P_{dc}}}$$

where $P_{total}$ is the total power and $P_{dc}$ is the power at dc, i.e., power at $\omega_i = 0$ and $\omega_f = 0$. We used the square root because modulation depth is usually defined from the amplitude of the envelopes. This measure was applied to the modulation spectrum obtained without the logarithmic transformation.

D. Generating synthetic sounds from a modulation spectrum

We describe a straightforward methodology to generate complex sounds that can match both the frequency and modulation spectrum of a sound ensemble. Our interest is in designing synthetic sounds that match the first and second order modulation statistics of natural sounds. In particular, these sounds can be used to estimate the spectro-temporal tuning of auditory neurons as well as their potential sensitivity to the phase of the modulations that are present in natural vocalizations. Similarly, one could use these synthetic sounds to study perceptual sensitivity to specific spectral-temporal modulations or phase in human or animals.

The method is similar to the method used by Klein et al. (2000) and Escabi and Schreiner (Escabi and Schreiner, 2002) to generate synthetic sounds with a band-limited flat modulation spectrum, which has been called noise ripple. For noise ripple the space of $\omega_i$ and $\omega_f$ is sampled uniformly within some frequency bounds. In our case, we wanted to match our sampling to the modulation spectrum obtained from a particular sound ensemble. For this purpose, we sampled the desired modulation spectrum by normalizing the power spectral density to obtain a probability density function and randomly choosing $N$ distinct pair of values for $\omega_i$ and $\omega_f$ from that distribution.

To generate the function that describes the amplitude envelope for our synthetic sound, we then obtained the envelope function for a sum of ripple sounds (see Sec. II.A):

$$S(t, f) = \sum_{i=1}^{N} \cos(2 \pi \omega_i, t + 2 \pi \omega_f, f + \varphi_i),$$

where $\varphi_i$ is a random phase for each ripple component. In our implementation we generated synthetic sound ensembles made of 20 synthetic sounds, each 2 s in duration. To synthesize the envelope of each noise ripple sound, we used $N = 100$ ripple components.

An ensemble of sounds with an amplitude envelope given by $S(t, f)$ will have the same modulation spectrum as the original sound ensemble but will also have, on average, a flat frequency spectrum and, on average, a flat temporal envelope. The flat average temporal envelope will also be found in the original sound (if the sound ensemble is stationary in time) but the average flat frequency spectrum is unlikely to be found in natural sounds. To match the overall frequency spectrum and the dc value of the modulation spectra (the modulation depth), we normalized $S(t, f)$ by the average standard deviation of the amplitude modulation in each frequency band $f$ and added the mean amplitude envelope. Calling $A(f)$ the average amplitude in each frequency band measured in the original ensemble, $\sigma(f)$ the standard deviation in each frequency band measure in the original ensemble and $\sigma_s(f)$ the standard deviation obtained from
the ensemble of $S(t,f)$ functions for the synthetic ensemble, we generate a new function for the amplitude envelopes given by

$$S_{\text{Norm}}(t,f) = A(f) + \frac{\sigma(f)}{\sigma_0(f)} S(t,f).$$

Finally, to synthesize the sound a direct method or a more precise iterative method can be used. For the direct method, one simply creates an ensemble of carrier frequencies that will be modulated by $S_{\text{Norm}}$. To prevent any artifacts in periodicity, the frequency of the carrier frequencies should be chosen randomly with a uniform distribution between the lower and upper bounds of the desired frequency range. In our case, we set the lower frequency bound $f_{\text{min}} = 250$ Hz and the upper bound $f_{\text{max}} = 8$ kHz. Each carrier sound has the form

$$s_i(t) = \cos(2\pi f_i t + \theta_i),$$

where $f_i$ is a random frequency between $f_{\text{min}}$ and $f_{\text{max}}$ and $\theta_i$ is a random phase and $i = 1$ to $N_c$. We found that $N_c = 1000$ carrier frequencies were more than sufficient to sample our range of frequencies. The synthetic sound is finally given by

$$s_{\text{syn}}(t) = \sum_{i=1}^{N_c} S_{\text{Norm}}(t,f_i) s_i(t).$$

The more precise iterative method is called spectrographic inversion and effectively involves inferentially adjusting the phase of the carrier sounds, $\theta_i$, in order to minimize the difference between the desired spectrogram $S_{\text{Norm}}$ and the spectrogram obtained from the synthesized sound (Griffin and Lim, 1984). We used the implementation of the Griffin and Lim algorithm provided by Malcolm Slaney as a Matlab program (1994).

When we used the simple direct method, we found that the ensemble of synthesized sounds had very similar frequency spectrum, modulation depth and modulation spectrum as the original sounds. However, the spectrogram obtained from specific sample sounds from the synthetic ensemble could be quite different from the desired spectrogram due to random phase interferences. The iterative method yielded a much better one-to-one match of the spectrogram and a slight improvement on the match between the ensemble modulation spectra of the natural and synthesized sounds.

**E. Natural sound ensembles**

We analyzed the statistics of three natural sound ensembles: two types of animal vocalizations (speech and zebra finch song) and an ensemble of environmental sounds.

The speech ensemble was made of 20 sentences chosen randomly from the audio-visual speech test library recorded by the Otolaryngology Department at the University of Iowa (Tyler et al., 1990). The sentences corpus consists of 100 short complete sentences read by six different adult male and female speakers. Examples of these sentences are “It rained all day yesterday,” “The book tells a story,” “The mother reads a paper” and “They have only one son.” The sentences are read out of context, in an acoustically controlled environment. The total length of sound sampled was approximately 40 s. These speech signals have been used previously in speech perception research (Shannon et al., 1995; Dorman et al., 1997).

The zebra finch song ensemble consisted of the songs of 20 different adult males (age $> 100$ days) that were raised by their parents in a large zebra finch colony in our laboratory. The recordings were obtained in a noise-free environment by isolating individual male birds in a sound proof recording chamber. Multiple samples of each song were obtained and a particularly clean exemplar was chosen. Each song lasted approximately 2 s and the 20-song ensemble was approximately 40 s in duration.

The ensemble of environmental sounds was 45 s in duration and consisted of a rustling brush, crunching leaves and twigs, rain, fire and forest and stream sounds. These were recorded and provided to us by Michael Lewicki. Lewicki used these sounds to study the higher order statistics of the sound pressure waveform (Lewicki, 2002).

**III. RESULTS**

We examined the statistics of the temporal-spectral envelope obtained from spectrographic representations of speech, zebra finch song and environmental sounds.

**A. Probability distributions of the modulation amplitude**

We first examined the probability distribution of the amplitude of the modulation envelopes (Fig. 4). In this analysis, we used a spectrographic representation based on our intermediate value for the time-frequency scale $[\text{BW}(\omega_i) = 392.7 \text{ Hz}]$. The modulation envelopes were obtained as described in Sec. II.A. The middle row in Fig. 4 shows the distribution obtained for $p(A)$ in each frequency band. The distribution of amplitudes for all three natural sounds is strikingly different from that of white noise. The distribution of amplitudes for Gaussian white noise is given by the Rayleigh distribution: $p(A) = A^2 e^{-A^2}$. The fit of our data with the theoretical distribution is shown in the bottom panel and the two distributions are indistinguishable (K-S test). On the other hand, the distributions for the natural sounds examined here have a strong exponential component and are best fitted with an exponential distribution or a gamma distribution. The exponential distribution gave good fits for song and speech and for the higher frequencies of environmental sounds. The gamma distribution gave good fits for the lower frequencies of the environmental sounds. The exponential shape of these distributions reflects the fact that, for vocalizations and for the higher frequencies of environmental sounds, there is a finite probability of finding sounds that are arbitrarily soft as in, for example, the silent pauses between speech syllables. We also found that there were systematic trends as functions of the center frequency of the band. Some of the differences can be explained simply by changes in amplitude and not by changes the shape of the probability distribution and these differences would not appear if we had normalized our probability distributions by their variance. For example, the coefficient of the exponential fit decreased from low to high.
Hilbert transform of the decomposition of the sound into narrow bands as shown in Fig. 2 and explained in Sec. II.A. The filter bandwidth of $\sigma_{\text{filt}} = 125 \text{ Hz}$ was used [$\text{BW}(\omega_v) = 392.7 \text{ Hz}$]. The gray scale lines show the results for the different frequency bands with the dark black line corresponding to $f = 875 \text{ Hz}$ and the lightest gray line corresponding to $f = 7312.5 \text{ Hz}$. In the top row the probability distribution of the log amplitude is shown with the $x$-axis in dB units and with 0 dB corresponding to the mean of the distribution in each band. The middle row shows the probability distribution of the amplitude. The bottom row shows the probability distribution for the frequency band centered at 2500 Hz (crosses) and the best fit (solid) given by an exponential distribution for the natural sounds and given by the Rayleigh distribution for white noise.

frequencies, reflecting the higher probability of soft sounds in the upper frequency range. However, for speech and bird-song, we also observed systematic changes in the shape of the probability distribution as described in more detail in the next paragraph. Finally, although the fits were good in a mean square sense, the data showed systematic deviations from either the exponential form or the gamma form and these two theoretical models were rejected by the K-S test. The theoretical distribution of these natural sounds is therefore complex, potentially composed of multiple components.

The probability distributions were also examined in the logarithmic scale as shown in the top row of Fig. 4 where we plotted $p(\log(A))$ as a function of $\log(A)$. Here, we can also distinguish features that distinguish the distributions of the natural sounds from those of Gaussian white-noise. First, for zebra finch song and the lower frequency bands in speech, the distributions are approximately rectangular (low kurtosis) with similar probability distributions in a 40-dB range ($-20$ to $20$). The distribution for zebra finch song has two peaks (bi-modal) corresponding to syllables and intersyllable silences. The relative peak probability of each peak changes as a function of frequency since there are more song syllables with energy only in the lower frequency range. The probability for speech sounds in the lower frequency range also has low kurtosis but it is not bimodal. Instead the distribution is asymmetric with an almost linear decrease in probability as a function of sound intensity. As frequency increases, the kurtosis also increases reflecting the much steeper slope in the linear region; the kurtosis is below 3 for frequencies below 3500 Hz and above 3 from all frequencies above. The mean kurtosis above 6000 Hz is 4.6. In comparison, the distribution of the log amplitude for the environmental sounds is more symmetric and has a kurtosis close to the normal distribution (mean kurtosis across all frequency bands is 3.26 relative to 3 for the normal distribution).

B. Modulation spectra of natural sounds and time-frequency scale

We calculated the modulation spectrum of the three natural sound ensembles using the methodology described in Sec. II.A and Sec. II.B. Figure 5 shows the modulation spectra for zebra finch song, speech and environmental sounds calculated for the three values of time-frequency scale that we investigated [$\text{BW}(\omega_v) = 196.35 \text{ Hz}$, $\text{BW}(\omega_v) = 392.7 \text{ Hz}$ and $\text{BW}(\omega_v) = 785.4 \text{ Hz}$]. The three time-frequency scales capture the principal features in the spectra since most of the energy is found at low spectral and temporal modulations. We can also visually verify the validity of the chosen range of time-frequency scale by noting that, for all three ensembles, the energy for the fastest temporal modulations decay to zero for the wide temporal bandwidth filter.
[\text{BW}(\omega)] = 785.4 \text{ Hz}. Similarly, the energy for the fastest spectral modulation decays to zero for the narrow temporal bandwidth filter [\text{BW}(\omega)] = 196.35 \text{ Hz}. Nonetheless, the smallest temporal bandwidth misses some of the fast temporal modulations and the widest frequency bandwidth misses some of the fast spectral modulations observed in these natural sounds.

We wanted to find a single time-frequency scale that yielded the best compromise for the representation of the fastest spectral-temporal modulations so that we could quantitatively describe and compare the spectra of these three natural sound ensembles. For this purpose, we calculated an information theoretic entropy measure as described in Sec. II.B. The results of that analysis are shown in Fig. 6. The entropy measures were similar for all three time-frequency scales, reflecting the fact that the probability distributions are well captured at any one of the three scales or that similar compromises are achieved. The highest entropy for the speech ensemble was obtained at the widest temporal bandwidth \text{BW}(\omega) = 785.4 \text{ Hz} whereas for zebra finch song ensemble the entropy is the highest at the narrowest bandwidth \text{BW}(\omega) = 196.35. The differences, however, were not statistically significant. In the remainder of the paper, we show the results of our analysis of the modulation spectra at the intermediate time frequency scale \text{BW}(\omega) = 392.7 \text{ Hz} but very similar results were obtained at all three scales. To further estimate the effect of the potential compromise, we also calculated the power in the modulation spectra found outside the sampled ellipse. The power outside the area sampled by the intermediate time-frequency scale and found in the area sampled by the \text{BW}(\omega) = 196.35 \text{ Hz} scale was 1.6\% of the total power for zebra finch song, 2.3\% for human speech, and 3.7\% for environmental sounds.

C. Modulation spectra of natural sounds

Within the allowed space imposed by the uncertainty principle and the time-frequency scale used in the measurements, we observed that the modulations in natural sounds have a characteristic distribution. As mentioned above, for all three sound ensembles, most of the energy is found for low spectral and temporal modulations. These natural sounds and in particular the vocalizations (Zebra finch song and human speech) are further characterized by nonovaal distribu-
tions, reflecting the fact that most of the high frequency spectral modulation power is found at the very lowest temporal modulation and vice versa. In other words, there is a scarcity of sounds with both high spectral and high temporal modulations. This property is best seen in Fig. 7 where we display a contour plot of the modulation spectra of the three natural sound ensembles and white noise for comparison. In this figure, we show all four quadrants of the modulation spectrum to visually emphasize the shape difference. The white noise contours are oval, reflecting the Gaussian-shaped filters, which are symmetric in time-frequency and the relative length of the temporal and spectral axes is determined by the time-frequency scale set by the bandwidth of the filters. For the natural sound ensembles, the contours that bound 50% of the energy are very close to the origin reflecting the low-passed property. The contours that bound 70% and 80% of the total energy draw a star-shape pattern reflecting the low probabilities of finding sound components with jointly high spectral and high temporal modulations. We quantified these observations by calculating various parameters describing the shape of these spectra as described in Sec. II.C. The results of these analyses are shown in Figs. 8 and 9.

First the separability index shows that the three natural sounds ensembles are quite separable. Only the speech ensemble, with an index of 0.84, is significantly different from the index found for the white noise ensemble, which is completely separable [Fig. 8(a)]. On the other hand, our starri ness index, which calculates the relative energy in a low temporal modulation band (the band of ±10 Hz along the y axis) added to the energy in a low spectral modulation band (±0.195 kHz−1 along the x axis), is much larger in natural sounds than it is in white noise, reflecting the star-shaped pattern observed in Fig. 7 [Fig. 8(d)]. Although these two results seem contradictory, they have a simple explanation. As quantified by the low pass coefficient, a large fraction of the modulation energy spectrum (64% for zebra finch song, 61% for speech and 51% for environmental sounds) is found at the very low spectral and temporal modulations and the
The modulation distribution in this area is highly separable as illustrated by the circular 50% contour in Fig. 7 [Fig. 8(c)]. For those reasons, the separability index remains high. However, when one looks at the tail of the distributions found at the high spectral and high temporal modulations, the natural sounds lack the joint high spectral and temporal power found in the random signal. To measure this effect, we calculated the separability of an occupancy matrix defined by the contours that bound 50% to 90% of the total energy. This analysis showed that speech and environmental sounds are inseparable relative to noise for energy found between the 60% and 80% contours and zebra finch song for energies found between the 80% and 90% contours: the power in the higher modulation frequencies of the spectrum making approximately 30% of the energy for speech and environmental sounds and 20% of the energy for song are particularly concentrated along the spectral and temporal modulation axes.

Besides the low-pass filter characteristics and the lack of jointly high spectral and temporal modulations, the modulation spectra of speech and environmental sounds are remarkably symmetric. These sounds have equal representations of up-sweep and down-sweep ripple sound components (see Figs. 5 and 7). Zebra finch song, on the other hand, exhibits some asymmetry, with slightly more energy in down-sweeps (see Fig. 5). These observations are reflected in the asymmetry index, which measures the relative difference in the two quadrants [Fig. 8(b)]; only the zebra finch song ensemble shows a value of asymmetry that is different from zero.

Finally, we measured the modulation depth of the amplitude envelopes for the four sound ensembles. The modulation depth is traditionally defined as one minus the relative value of the amplitude minimum relative to the maximum: a signal with a modulation depth of 1 is intermittently silent. We used an alternative measure in which we quantified the modulation depth of our signals from their modulation spectra. To estimate the “size” of the joint temporal and spectral modulations, we calculated the square root of the ratio of the non-dc power relative to the dc power (see Sec. II.C). Although the actual amplitude modulation observed in the time domain will also depend on the phase of the ripple components of the sound, our measure will be large for signals that are dominated by non-dc ripple components. For example, one would expect isolated animal vocalizations to show larger amplitude modulations than white noise or environmental sounds. Indeed we found that speech had the largest

FIG. 9. Occupancy separability at different thresholds. An occupancy separability index was defined by calculating the separability coefficient for the space covered by the modulation spectrum. The space covered was defined by the contour line that bounded a given percent of the total power (shown on the X axis). The error bars show one standard error obtained with the jack-knife resampling technique.
modulation depth \((13.8 \pm 2.0)\), followed by Zebra finch song \((5.9 \pm 0.2)\), environmental sounds \((4.5 \pm 0.2)\) and white-noise \((3.92 \pm 0.06)\).

Ultimately, one might want to fit the modulation spectra with a function or a theoretical model. We began this process by fitting the average temporal \([P(\omega_t)]\) and average spectral \([P(\omega_f)]\) components of the modulation spectrum with a power-law function: \(P(\omega) \alpha \omega^{-\alpha}\). The average spectral and temporal components were obtained from the first \(g(\omega_t)\) and \(h(\omega_f)\) functions calculated in the singular value decomposition of the modulation spectrum that was used for the separability analysis (see Sec. II.C). Figure 10 shows these functions (solid line) and the corresponding fits (dashed lines) for all four sound ensembles. The fits were performed for temporal modulations between 3 and 100 Hz and for spectral modulations between 0.1 and 1 kHz\(^{-1}\). This range corresponded to the area of the modulation spectrum where white-noise had a flat distribution, as shown in Fig. 10. Note that, although our effective bandwidth set by the standard deviation parameter of the Gaussian-shaped filters is given by \(BW(\omega_t) = 397.2\) Hz and \(BW(\omega_f) = 4\) kHz\(^{-1}\), the boundaries for the areas that showed flat modulation power for white noise are approximately \(\frac{1}{5}\) of the total effective bandwidth. Our estimation of the shape of the power distribution must be restricted to that central area or it will be affected by the shape and bandwidth of the filters.

The average temporal components of the modulation spectrum for all three natural sounds were well fitted by the power law (with \(R^2 > 0.9\) and \(P < 10^{-4}\) in all cases). The vocalizations had steeper slope coefficients with a value for \(\alpha\) close to 2 (ZF song: \(\alpha = 2.26\), lower 95\% = 2.15, upper 95\% = 2.36; speech \(\alpha = 1.6\), lower 95\% = 1.48, upper 95\% = 1.72). The slope for environmental sounds was between that of vocalizations and white noise (env sounds: \(\alpha = 0.78\), lower 95\% = 0.72, upper 95\% = 0.84). The approximate \(1/\omega_t^2\) relationship is reminiscent of the \(1/f^2\) relationship found for spatial frequencies in natural images and its significance is discussed below.

The average spectral components of the modulation spectrum could also be fitted reasonably well with the power law function although additional structure can clearly be observed in the zebra finch song (ZF) and the environmental sounds \((R^2 = 0.95\) \(P < 10^{-4}\) for speech; \(R^2 = 0.57\) \(P < 10^{-3}\) for ZF song, \(R^2 = 0.54\) \(P = 0.001\) for env sounds). The slope of the power law was shallower than for the temporal component closer to 1 for zebra finch song (ZF song \(\alpha = 1\), lower 95\% = 0.5 upper 95\% = 1.6) and close to 1.5 for speech and environmental sounds \((\alpha = 1.52\), lower 95\% = 1.32 upper 95\% = 1.72; env sounds \(\alpha = 1.4\), lower 95\% = 0.6 upper 95\% = 2.1)\).

D. Synthetic sounds with matched modulation spectrum

A final goal of our analysis was to demonstrate how one could synthesize sounds that had similar modulation spectra as arbitrary sound ensembles but different phases in their ripple components. Using the methodology described in Sec. II.D, we generated synthetic zebra finch song, which we called song ripples, and synthetic speech, which we called speech ripples. The top row of Fig. 11 shows the modulation spectrum of zebra finch song and speech and the bottom row shows the modulation spectrum obtained from 400 s of synthetic song ripples and speech ripples. The contour lines surround the area that encloses 50%, 80% and 90% power and the gray scale showing the power is logarithmic. By visual inspection, one can see that the match is relatively good. In particular, the areas of high power are practically identical. The contours that enclose 80% and 90% of the total power are different in the synthetic and natural ensembles but one
should realize that they correspond to contours drawn at 0.2% and 0.03% of max power for speech and at 0.3% and 0.04% of max power for zebra finch song. These areas of modulation space are therefore infrequently sampled in our synthesis. To better evaluate the quality of the fit, we calculated the cross-correlation coefficient between the modulation spectra of natural sound and that of the synthetic sound: for zebra finch song and song ripples it is 0.9649 and for human speech and speech ripple it is 0.9545.

Spectrograms of exemplars of song ripples and speech ripples are shown in Fig. 12. These sounds have a distinct quality that can be described as zebra-finch-song like and

![Modulation spectrum of natural sounds and their synthetic models](image1)

![Representative spectrograms of a natural zebra finch song and a speech sample (top row) and a synthetic song ripple and speech ripple (bottom row)](image2)
speechlike. Similarly, one can observe, in the spectrograms, similar temporal and spectral modulations in the natural and synthetic ensemble. On the other hand, it is clear that the phase of the ripple components plays an important role in the natural sounds. For example, in the temporal domain, the presence of complete silence is more common in the natural vocalizations than in the ripple sounds. The phase of the ripple sound components also plays a crucial role in the spectral domain, both in generating natural harmonic stacks (all cosine components) and in determining the exact frequency location of the formants in speech. For these reasons and also because the correlations are calculated in 300-ms windows (and 300-ms bits of speech sound parsed together randomly would be unintelligible), the speech ripple sounds are completely unintelligible.

IV. DISCUSSION AND THEORETICAL PREDICTIONS

We have shown that the statistical redundancies that are observed in natural sounds can be, in part, described by the lower-order joint temporal and spectral statistics of the envelopes of the sounds obtained from a time-frequency decomposition of the sound. The distribution of the amplitude of the envelopes of natural sounds has a strong exponential component, which distinguishes it from that of white noise. The modulation spectrum, given by the 2-D Fourier transform of the auto-correlation matrix of the amplitude envelopes, shows that the spectro-temporal envelope modulations in natural sounds are concentrated in the low frequencies, that the average temporal and spectral modulation power can be fitted with a power law and that vocalizations have most of their power in the higher spectral modulation frequencies concentrated at low temporal modulation frequencies.

A. Probability distribution and second order statistics of amplitude envelopes

Our results complement and support previous work that analyzed the statistics of natural sounds. The exponential form of the distribution for amplitude envelopes in speech has been known and exploited in speech processing applications for a long time (e.g., Paez and Glisson, 1972). More recently, Attias and Schreiner (1997) analyzed the amplitude distributions and the temporal modulation power in a larger ensemble of natural sounds which included symphonic music, speech, cat vocalizations and environmental sounds. They also noted the exponential form of the distribution of amplitudes in the natural sounds, which reflects the high probability of finding arbitrarily soft sounds. In their analysis, they found that the distribution in different frequency bands were very similar whereas we found systematic differences in the shape of the probability distribution as a function of the center frequency. However, simple methodological differences between our analyses and theirs could explain the discrepancy: first, we used smaller and more homogeneous ensemble of sounds that they did and, second, we used a filter-bank with filters of linearly spaced center frequencies and of fixed bandwidth, whereas they used logarithmically spaced filters of 1/2-oct bandwidth.

Attias and Schreiner also calculated the power spectrum of the temporal modulations and fitted their data with a modified power law. There results are similar to those we found by fitting the temporal component of the joint modulation spectrum. In their analysis, they found, as we did, that the power coefficient, $\alpha$, was between 1 and 2.5. Similar results were also found in the analysis of the distribution of the overall amplitude envelope of speech and music (Voss and Clarke, 1975; Brillinger and Irizarry, 1998). In addition, we found that environmental sounds and animal vocalizations can be segregated into different groups based on these statistics as well as those obtained from the joint time-frequency modulation spectrum (see below). First, the distributions of the log amplitude of the envelopes in those animal vocalizations have low kurtosis, exhibiting a relatively uniform distribution for a 40-dB range of sound intensity, whereas environmental sounds have a log distribution of amplitudes that is approximately normal. Second, animal vocalizations exhibit temporal modulation power relationships that are approximately $1/\omega^2$ whereas environmental sounds are characterized by a significantly flatter power curve. A similar separation of natural sounds into these two broad classes was also suggested by Lewicki (2002) who analyzed the statistically independent components of the sound pressure waveform in these two classes of sounds. He found that vocalizations were best decomposed by Fourier filters and environmental sounds by wavelet filters (Lewicki, 2002).

B. Joint spectro-temporal statistics

In addition, we calculated the joint spectro-temporal modulation spectrum of the natural sounds. It is the natural extension of the purely temporal power-spectra analysis performed on amplitude envelopes or on the overall loudness as described above and the purely spectral power-spectra analysis of the cepstrum performed for speech analysis. We showed how to calculate the joint modulation spectrum and how its calculation was dependent on the choice of the time-frequency representation and on the time-frequency scale of the chosen filters. We chose to perform our analysis using linearly spaced filters with Gaussian shape and fixed bandwidth. The advantages to that representation are that (1) it is symmetric in time and frequency, (2) the limits of the sampled space are well defined and (3) the harmonic sounds, which are very common in animal vocalizations, have well localized occupancy on the spectral axis of modulation spectrum at the value corresponding to the inverse of their fundamental frequency. Since harmonic sounds are critical in acoustical behaviors (e.g., Lohr and Dooling, 1998) and contribute significantly to the statistical redundancy of the sound, the Fourier filter decomposition is in our opinion superior to the wavelet transformation for the characterization of the statistical properties of natural vocalizations. On the other hand, the wavelet transform has the advantage of spanning multiple time-frequency scales. The wavelet transform could therefore be more efficient to estimate the modulation spectrum of sounds that have a broad range of modulation components, such as environmental sounds. These facts and hypotheses are well supported by the analysis performed on the higher order statistics of the sound pressure waveform of vocalizations versus environmental sounds mentioned above (Lewicki, 2002). Moreover, a form of wavelet decomposition
is performed by the mammalian cochlea and the frequency sampling throughout most of the auditory system is approximately uniform on a logarithmic scale. For this reason, the spectro-temporal receptive fields of mammalian auditory neurons have also, until now, been exclusively estimated with a wavelet decomposition (e.g., Depireux et al., 2001; Escabi and Schreiner, 2002). It would therefore be of particular value to repeat the statistical analysis performed here using wavelet transforms or other biologically inspired time-frequency representations as those obtained from models of the auditory system (Chi et al., 1999). Note, however, that, because of the physical limits on the frequency range of sounds (and of hearing), a wavelet transform will still result in a modulation spectrum that is bounded to a particular region of spectral and temporal modulations. Also, within the sampled region different frequencies would be analyzed at different scales. Therefore, the results obtained in such analyses would have to be carefully compared to those obtained for white noise and for colored noise, with identical overall frequency power as the ensemble of interest.

Our data suggest that the modulation spectrum for vocalizations can also be distinguished from that of environmental sounds. The vocalizations studied here show significant power in spectral modulations in a narrow band of temporal modulation frequencies (<5 Hz). This power corresponds to the voiced sections of speech and to the harmonic sounds found in zebra finch song. In both vocalizations, there is a scarcity of sound components with both high spectral and high temporal modulations, giving the modulation spectra for vocalizations a characteristic star shape. Environmental sounds are principally characterized by their low-passed quality both spectrally and temporally with a power law function describing both the average temporal and spectral modulation power. The power coefficient describing temporal modulations is smaller (flatter curve) and the power coefficient describing spectral modulations is greater (steeper curve) for environmental sounds than that for vocalizations. We also found that the zebra finch vocalizations are asymmetric with more energy in the down-sweeps than the up-sweeps. We found similar results for other animal vocalizations (bengalese finch song and bat calls; data not shown) and expect this asymmetry to be a common feature of the vocalizations of some animal species. It was strikingly absent from human speech, however.

C. Implications for audio processing

The statistical structure of the spectro-temporal envelopes of natural sounds could have direct implications for various forms of sound processing such as sound compression algorithms for storing music on digital media or speech pre-processing for auditory prosthetics. For example, most current sound compression algorithms (such as MP-3) use standard entropy compression methods on a time-frequency representation of the sound obtained with a filter bank (Painter and Spanias, 2000). The fact that these methods can obtain relatively high compression factors demonstrates that the redundancy in sounds like human music is well captured in the amplitude envelopes of the sound. Since the entropy compression is performed for short segments of time (and therefore optimized for the statistical redundancy at that point in time), it is not clear how the compression could be improved by prior knowledge of the average modulation spectra. On the other hand, information from the modulation spectra could be used to choose appropriate time-frequency decompositions for different classes of sound. Similarly, the knowledge of the differences in modulation spectra for speech versus environmental sounds could be of use for designing preprocessing modules in auditory prosthetics or hearing aids that maximize signal-to-noise ratios for particular signals and noises (see also Chi et al., 1999).

D. Implications for neural coding

Our principal interest is to generate a theoretical framework with which to study the processing of complex sounds in the auditory system of animals. Following the school of thought started by Barlow (1961), we argue that the auditory system has evolved to process behaviorally relevant sounds. For that reason, we expect that the neural representations and computations in the auditory system will be affected by the statistics of behaviorally relevant sounds. In particular, we postulate that the statistics of the spectro-temporal amplitude envelopes of the sound are important for auditory brain areas that are responsible for sound identity. Our results generate various testable hypotheses, which are in some cases, at least qualitatively, supported by psychoacoustical or physiological data.

1. Amplitude coding

The nature of the distributions of the amplitude envelopes leads to a first set of hypotheses. The relatively flat distribution obtained for the log of the amplitude of the envelopes for vocalizations suggests that, in order to discriminate among natural sounds by their amplitude level, an approximate logarithmic amplitude-response curve should be used, as described by Weber’s law. Although the psychoacoustical literature on the subject of sound loudness is complex, it is generally accepted that a power law with a coefficient around 0.6 relates loudness and sound pressure amplitude (Stevens, 1956). This power law is not as compressive as the log function but it will “flatten out” the distribution of amplitude. Similarly a compressive nonlinearity is a common property of the auditory system found both at the level of the basilar membrane (Schlauch et al., 1998; Ruggero and Rich, 1991) and in many auditory neurons (Sachs and Abbas, 1974; Palmer and Evans, 1982; Phillips, 1990). In addition, synthetic stimuli that have the natural amplitude distribution were shown to increase the coding efficiency of auditory neurons in the cat inferior colliculus (Attias and Schreiner, 1998) and in auditory neurons of the grasshopper (Machens et al., 2001).

2. Spectro-temporal modulation coding

The characteristic modulation spectrum of natural sounds leads to a second set of hypotheses on neural coding in which the spectro-temporal receptive fields (STRFs) of auditory neurons would be matched to the modulation spectrum of behaviorally relevant sounds. This “matching” could take various forms. In the simplest form, a matched-filter
hypothesis, we would expect an approximate one-to-one match between the modulation spectrum of behaviorally relevant sounds and the ensemble modulation transfer function of an auditory processing stage. The modulation transfer function (MTF; also called ripple transfer function or RTF) of a neuron is given by the amplitude of the 2-D Fourier transform of its STRF. The MTF is the equivalent of the gain response (or Bode plot) of one-dimensional filters and shows the spectro-temporal modulations in the sound that will drive the cells (see also Chi et al., 1999; Miller et al., 2002). Given that the modulation spectra of all natural sounds is concentrated in the low frequencies, we would expect to find a concentration of best temporal modulation and best spectral modulation tuning in the low frequencies. This concentration has been observed experimentally in the mammalian thalamus and cortex (Miller et al., 2002) although the quantification of the match has not yet been performed. A second line of evidence for neural tuning to the modulation spectrum of natural sounds was described in the songbirds. In the auditory forebrain, neurons that are selective for conspecific song show the greatest responses to synthetic sounds that have similar modulation spectra as the natural vocalizations. Moreover, to obtain responses similar in strength to those of the natural sounds matching the modulation spectrum was more critical than matching the frequency spectrum (Grace et al., 2003).

An additional prediction can be made from the power law relationship between power and temporal modulation frequency that was observed in this analysis (Fig. 10): if one desires equal driving power for each neuron, then the approximate $1/\omega^2$ relationship found for zebra finch song and speech requires the bandwidth of the temporal modulation tuning to be fixed in octave units. Recent data on the temporal MTF is also consistent with this hypothesis (Miller et al., 2002). The $1/\omega^2$ relationship is reminiscent of the $1/f^2$ power relationship found in natural images as a function of the spatial frequency, $f$ (Field, 1987). For natural images, the $1/f^2$ relationship implies that the second order statistics of natural images are scale invariant. The equivalent statement for natural vocalizations is that the second order temporal statistics of the amplitude envelopes are invariant to time compression or dilation. This mathematical relationship might explain the perceptual effect whereby sped up vocalizations of a particular animal species often sound like the vocalizations of a different animal species.

A more complex form of matching between the modulation spectrum and the MTF of neurons is predicted if one theorizes a spectral-whitening of the input space. In this framework, neurons effectively amplify stimulus regions of low stimulus power to generate a white response output for each neuron or for an ensemble of neurons. The result is that entropy of the output is maximized and the transmission capacity of the neuronal channel is optimized from an information theoretic perspective (Attick, 1992; van Hateren, 1992b). Experimental data in support for this theoretical framework has been found in the visual system of insects (van Hateren, 1992a) and mammals (Dan et al., 1996). With this perspective, one would then expect asymmetric MTF of neurons, with an amplification of the higher temporal modulation frequencies relative to the lower temporal modulations. In these models, the degree of amplification of the higher frequencies depends critically on the signal-to-noise ratio of the input to the neuron. For flat noise power, the theory predicts that at low signal-to-noise the amplification of higher frequencies is reduced or non existent and the neurons are low-pass filters whereas, at higher signal-to-noise ratio, the amplification comes into play and the neurons become band-pass filters (van Hateren, 1992b). Our data on the modulation spectra of natural sounds could be used to extend such noise analysis. If, for example, the role of an auditory area would be to encode speech in a noisy background of environmental sounds, we would expect to find MTF that amplify the areas of high signal-to-noise ratio and filter out the areas of low signal-to-noise: more explicitly, MTF would be tuned to the intermediate modulation frequencies that are present in speech and not so dominant in the environmental sounds. Interestingly, both psychophysically determined thresholds for ripple stimuli (Chi et al., 1999) and ensemble MTF of neurons in the auditory thalamus and cortex of the cat (Miller et al., 2002) exhibit this type of band-pass filtering.

E. Concluding remarks

In summary, the statistics of the envelopes of natural sounds are characteristically different from those of white noise stimuli. This statistical structure allows us to make predictions on theories of auditory processing based on natural sound statistics. Current psychological and physiological data is, in a qualitative fashion, consistent with these predictions. But these theories remain hypothetical until experimental data are generated to prove or disprove them directly. Also, it is almost certain that different coding hypotheses will apply to different stages of the auditory system and that other biological and physical constraints will be of importance. Given the recent work in the analysis of natural sounds (Attias and Schreiner, 1997; Brillinger and Irizarry, 1998; Lewicki, 2002) and in the development of analytical tools to generate complex synthetic sounds and to extract auditory receptive fields from responses to such sounds or to natural sounds (Theunissen and Doupe, 1998; Klein et al., 2000; Theunissen et al., 2001; Escabi and Schreiner, 2002), we are now in a position where we can directly test this theoretical framework and further advance our understanding of the computations occurring in the auditory system for sound identification.
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